The system RELIEFS: anew approach for information filtering
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Abstract

In this year's filtering track, wamplemented a system called RELIER&t tries to
learn about theorediction capability ofvords or conjunctions of words for the relevance of
documents. The novelty of the system residesvinmain pointsFirst, the features used in the
predictioninvolve both: the implication D->Q (from document tguery), and the reverse
implication Q->D. This idifferent fromusual approacheshere only the first of the implication
is used.Therefore, the relevance estimationafdocument combines the probabilityat a
document containing #rmis relevant, and the reverse probability - pnebability that a term
appears in relevant documents. The seauomtlty isthat, in addition to the use of words as
prediction elements, walso consider wordombinations ¢onjunctions).However, not all
combinations are significanTherefore, an incrementalgorithmis developped to selecnly
the meaningful conjunctions. Tbmit the number ofconjunctions, we do not usecait on
conjunction lengthRather, weeliminate the conjunctions A&Bhat bear the same information
as A or as B. Oufirst results prove the feasibility of thepproach. Otheexperiments are
ongoing inorder tofully evaluatethis approach.

1. Introduction
The goal ofour participation in TREC9 is to experiment the followtag ideas for information
filtering :

Thefirst idea is about the use of ttveo implications D->Q (from document tpery) and
Q->D. Usually, in Information Retrieval, relevarneealuationis based on thevaluation of D->Q
(van Rijsbergen, 1986). If oneonsiders a document as a sett&xins,and a query as a
specification of whatve are looking for, the implication D->@ay be decomposed to the
judgment of "if theterm is preserthen the document is relevant” #ach term of the document.



Even if someauthors signal the importance of the reverse implication (Q->D) (Nie, 1988), the
relation has not been integrated in relevamgaduation. Thigelation has been takemo account

in probabilistic models as a way talculate D->Q. In ouapproachwe will considerboth
implicationssimultaneously. the consideration of the reverse implication @ig8ns in practice
that we have to consider the relation "if the document is releéliantthe terms present in the
document". From @ragmatic point of view, the use of Q->Day bejustified by the facthat it
allows us to favoutermswhich have been mebanytimes in relevant documents, comparing to
rare terms for which the presence in relevant documseatoincidence. Théwo implications
may be illustrated aswo relationships betweeterms and relevance as Hig 1. The two
relationships aralifferent in nature andboth are important for judging the relevanceaof
document. Therefore, waeill integrate both othem inour approach.
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Figure 1 -Relationshipdpetweerntermsand relevance

The second important aspect in approach is the use tdrmcombinations. Usually, the
learning for adaptivdiltering system consists of updating theights of termsand not term
conjunctions. This is because the assumption that termisce@endentlt is also due to théact
that consideringerm combinationsvould lead to acombinatory explosiorfSome methodsied
to consideterm combinations, butsuallylimited themselves to a certain length. This soluison
not totally satisfactorgince theength constraintan not becompletelyjustified. Morever, the
number ofcombinationsis still very high. We proposéere to update all the implications
whithout loosing any information. Thesonomyprinciple we proposes based on the observation
that if two terms fand t are alwaypresent simultaneously (in tkame documents},is useless
to create the informationé&t, sincethis information is thesame as;t(or t,). In thisway, many
combinations can beliminated. We use ancremental algorithmBrouard, 2000) taletermine
whether a combination shoub@ addedandits weightbe updated.



2. System description

The goal of RELIEFS system is timd words orconjunctions ofwords that aregood
predictors of document relevance. The RELIEFS processinpedacomposed ithree steps:
1. Selection of N documemtordsfrom the document, 2. Estimation of the document's relevance,
3. Revision of wor predictability.

2.1 Step 1: Selection of N document words

All the documentvords are compareadgith the wordswhich have been extracted from the
query, the documemtxamplegyiven for learning and the documents which have been previously
selected. The consideredrds orword conjunctions are elements of predictionTpey are
sorted by the value dheir predictability of relevance. Thedictability isestimated as the
productbetween the relative frequency of relevakoewing p and the reverse frequenaye.
F(R/w).Fw /R). If less than Nwords (in ourexperiments wehoose N=20) cahe selected in this
way, this selections completed first by the documemobrds which are related to tly@ery words
and finally by the documentvords in their lecturerder. The relatednedsetweenwordsis
estimated usingoth implicationson the training set (Ohsumed 87). In our solution of additional
words, those that are relatedstereval query words are givprority.

2.2 Step 2 : Evaluation of therelevance
Considering theslements of predictiowhich appear in the document, the score of the

documenis computed aollows :
k
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where F(R/ p)is the relativefrequency of relevancgiven the presence of tredlement of
prediction pin this documentF(R/ p)is the reverse relative frequency and i* are the indices of
the elements of predictiowhich are present in the document. In RELIEFS, the relevanae of
document istimated as theum of the implication products for all tieéements of prediction
present in the documedtvided by thesum of the implicatiorproducts for all theelements of
prediction. In the example of Fig 2, word&d word8 are elements of predictimnd appear in
the document, the implicatiqgeroducts of theselements are takanto accounandincrease the
score of the document.

2.3 Step 3: Updating relative frequencies

If the evaluatiorof step2 is larger thandefined threshold, then the Wordsselected in
the first step aresubmitted to an updating process on their relatreguencies, and new
conjunctions aralso built. The building condition of a conjunction A&B is the(A/B) and



F(B/A) are differenfrom 1. This conditiorallows us to avoid buildingseless conjunctions &
A&B is equivalent to Aor/and to B).
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Figure 2 - Relevance evaluation in RELIEFS

2.4 Threshold adaption

We tried to adjust the thresholdwith a very simplemechanism. When aelected
document igrrelevant, the threshold increased with amall value. Each time a document is not
selected, théhreshold is decreased. The initiafeshold iscomputed on the basis of the score of
the twofirst relevant documentsnd the amplitude of the threshold modificatisfbased on the
difference between thaverage score of the two last relevant documants the two last
irrelevant documentdnitially, we considered aaverage of 0 for irrelevant documenn the
change tends thelarger at théegining tharat the end. Morever, throduct of the changscale
by a constanallows us to vary morglobally all the thresholds.

3. Results & Discussion

We have submittedwo runs on Ohsumed collection. Thiest one considers higher
thresholds than the second one (the constsed in the product with the change saaliarger).
Its utility scoreis positive (+1.1). Wesubmittedit for comparison on utility criteria. The
comparisons favourable since about 60% of tbeores arabove the median (tablel).

below-median at-median above-median
reliefl 12 14 37
Table 1 : Comparison on utility criteria of adaptfitering run.




We consideredlsosmallerthresholds decreasing the constant) for a secandin order
to increase the number of selected docum&htsh was toosmall foroptimizing precisiorsince
when lessthan 50 document are selected a penialtgpplied. This time, the utility scoie
approximately -1 and the corrected precig®mapproximately 0.17 (0.28 if not corrected). The
comparison obur resultwith other systemsptimized for precision is not favourable (table 2).
However,it is to be notedhatour system is nauned tooptimized the precision buitility.\We
think that theresults couldbe improved if we setower thresholds in order to keep more
documents anthen toavoid the under-50 penalty.

below-median at-median above-median
reliefs2 42 11 10
Table 2 : Comparison on precisionteria of adaptivdiltering run.

Globally, theserery first results arencouraging, imparticular forutility. They show that
usinga small number of words (20) to represent documeratis perform aswell astraditional
informationfiltering systems in whichmuch more words are considerdétbwever, it isalso
necessary to consideord conjunctions.

4. Conclusion

In our information filteringapproach, weake into account two implications, D->&hd
Q->D. Morever,we developped a solution iarder to takeinto accountword conjunctions.
Further experimentwill be done to evaluate more precisely the avantages of each of these
aspects.
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